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Abstract:
Pre-training on public data significantly boosts differentially private (DP) 

learning in downstream tasks. We analyze this via representation learning, 
showing that strong pre-trained models like Vision Transformers yield better 
last-layer features. Despite this, DP fine-tuning is less robust than non-private 
training. We propose techniques—feature normalization and PCA—that 
improve DP accuracy. For intermediate layers, we assess how DP noise 
impacts feature separability, finding that careful hyperparameter tuning can 
maintain high accuracy even under strong privacy. Our results show that pre-
training and targeted finetuning can effectively reduce the privacy-utility trade-
off in DP deep learning.
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Why Does Differential Privacy Noise Have 
Little Impact on Fine-Tuning? 

A Representation Learning Perspective


