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Why Does Differential Privacy Noise Have
Little Impact on Fine-Tuning?
A Representation Learning Perspective
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Abstract:

Pre-training on public data significantly boosts differentially private (DP)
learning in downstream tasks. We analyze this via representation learning,
showing that strong pre-trained models like Vision Transformers yield better
last-layer features. Despite this, DP fine-tuning is less robust than non-private
training. We propose techniques—feature normalization and PCA—that
improve DP accuracy. For intermediate layers, we assess how DP noise
Impacts feature separability, finding that careful hyperparameter tuning can
maintain high accuracy even under strong privacy. Our results show that pre-
training and targeted finetuning can effectively reduce the privacy-utility trade-
off in DP deep learning.

AN

Dr. Chendi Wang is an Assistant Professor at the Paula and Gregory Chow
Institute, WISE, and the School of Economics at Xiamen University. He
received his Ph.D. from The Hong Kong Polytechnic University and conducted
postdoctoral research at the Wharton School, University of Pennsylvania, and
the Shenzhen Research Institute of Big Data. His work on data privacy and
machine learning has appeared in leading conferences such as ICML, ICLR,
and NeurlPS, with an oral presentation at ICML 2024 and media coverage by
New Scientist.

SR XFHNFERSERANS i“?’%':"u BEFE &TEH“C-i’b\iz_:
SR XRFHNFR=ZZh _EF8EH0)




