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Abstract:
A century ago, breakthroughs like relativity and quantum mechanics emerged from or developed alongside

rigorous mathematical theories. Today’s AI revolution presents a stark contrast: progress remains predominantly
empirical while mathematical theory lags significantly behind. In this talk, I will share perspectives on current
efforts to establish theoretical foundations for deep learning, drawing from my personal research experiences. We
will examine the strengths and limitations of various approaches—including toy models, phenomenological models,
and conditional-theory approaches—and explore why certain methods succeed in capturing specific behaviors while
failing to provide comprehensive understanding. The talk concludes by highlighting opportunities for the mathematics
community to contribute to advancing the theoretical foundations of deep learning.
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